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Abstract

The INFORM Lab testbed allows experimenting witfhHevel distributed information fusion,

dynamic resource management and configuration mamagt, given multiple constraints on
the resources and their communications networke péper describes the architecture, the
concepts of goals and situation evidence, algorthiar distributed information and dynamic
resource management, and auto-configurable infoiwnafusion architectures. The testbed
provides general services which include a multelaglug-and-play architecture, and a general
multi-agent framework based on John Boyd's OODAp.lobhe testbed’s performance is
demonstrated on scenarios/vignettes for 2 typesCofstal Wide Area Surveillance

scenarios/vignettes: a cooperative search-and-reseffort and a non-cooperative smuggling
scenario. INFORM Lab's usefulness as a researcht@aching tool are also discussed.

1 Introduction

The large volume surveillance problem faced by @aria characterized by the employment of
mobile (maritime patrol aircraft, helicopters, UAVships) and fixed surveillance assets (e.g.
land radar) to a large geographic area in ordetdntify, assess and track the maximum number
of moving, stopped or drifting objects. The obsdrebjects are not necessarily aware of being
observed and are cooperative or non-cooperative,faendly or hostile. Coastal and Arctic
Wide Area surveillance are good examples of lajame surveillance. The scarce surveillance
(e.g. Electro-Optical (EO), Infra-Red (IR), and 8tic Aperture Radar (SAR) sensors) and
tracking capabilities (normal radar modes) makevety difficult to perform large volume
surveillance and to keep track of all activities.

The best strategy for information communicatiorsida, resource management and scheduling
in such dynamically changing environments is poargerstood. Traditional methods in Al and
Mathematical Programming assume a static and r&iniklited problem. Unfortunately, often
neither assumption is valid. The resource-schegytioblem is dynamically changing as the
environment and requirements change due to congninformation updates. Moreover, not all
information is always available to all parts of thetwork. There are communication and
computing delays, bandwidth constraints, and comaeation losses to consider. With multiple
surveillance platforms there is a need to netwbsdat, and keep each current on the evolving
situation. Initial resource deployment starts aaifgitally improving awareness picture of the
current situation. Ancillary information will comtially be supplied from external sources and
contribute to the evolution of the situation assexd.

This paper provides:
» a description of the architecture of the Informatiusion and Resource Management
(INFORM Lab) testbed (section 2),
» the important concepts of goals and situation exidgsection 3),
» distributed information fusion (section 4),
* dynamic resource management (section 5),
» auto-configurable information fusion architectu¢ssction 6),
» vignettes (section 7) with results,
» future work (section 8), and
* conclusions (section 9).



The main components of INFORM Lab are shown in fédu
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Figure 1 Components of INFORM Lab
2 Multi-agent architecture

The testbed provides a general multi-agent ardotedased on John Boyd's OODA loop (i.e.
Observe, Orient, Decide, Act) [1]. Due to the gaheature of the OODA agents, very diverse
elements can be modelled by it. They include shapplanes and fixed radar stations, but also
collections of assets such as squadrons, or ingavisensors if required. This great flexibility is
further enhanced by a multi-layer plug-and playhaecture that lets researchers easily add their
own algorithms to INFORM Lab. The testbed providgsneral services that are useful for
testing surveillance applications. The high-leweh#ecture is depicted in Figure 2.

The user-defined OODA agents, called nodes in INMQRb, are at the centre of the system.
They are supported by an editor, a testbed prapet,a viewer. The editor makes it easy to
configure the simulation. For example, it allows floe specification of the node behavior, and
the setting up of the scenario and the environnhecwaditions. The editor also allows
specification of the relationships between nodaeshss one node being the superior of another



node. The output of the editor is an XML file tltaintains all the information needed to run the
simulation. This configuration file is passed te tiestbed, which then runs the simulation. The
testbed also provides convenient services to tliesid~or example, the testbed maintains the
simulation time, and other global run-time inforroatand metrics, which can be accessed by
the nodes via a convenient API. The output oftdstbed is a log file, again in XML format,
that can be passed on to a Viewer. The viewer alleisualization of the movements of the
nodes as a function of time. It also shows the sodgainst a GIS background and
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environmental factors such as developing fog banks.
Figure 2 High-Level Testbed Architecture

Externally, nodes are characterized by their abibtcommunicate with other nodes by sending
messages via a simulated communication networkrdaism, the communication links can be
given the characteristics of known standards swchiek-11 or Radio. In INFORM Lab, the

nodes usually exchange messages that contain prdqteests, or information. The situation is
illustrated in Figure 3.
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Figure 3 OODA Nodes Overview

Also, the nodes have other internal componentsilbesitommunication equipment. A node can
sense its surroundings via its built-in sensogByl it can move using its built-in platform. It@ls
has situation knowledge, which is all that the néa®ws about the world. A particularly

important part of the node’s situation knowledg¢his measurement-derived situation evidence,
which will be discussed later in more detail.



A node’s behavior is determined by its OODA compuseObserve, Orient, Decide, and Act:

. The Observing function of a node corresponds teel-1 data fusion capability

. The Orienting function corresponds to Level-2 argdl-3 information fusion

. The Deciding function performs the Resource Managgrask

. The Acting function implements the decisions mageéhe Deciding function of the
node.

To simplify the overall system, all nodes adhereatstandard architecture as shown in more
detail in Figure 4.
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Figure 4 Internal OODA Structure of a Node.

INFORM Lab uses two architectural approaches thgjpsrt future research into large area
surveillance algorithms, and facilitate additiom anodification of the testbed:

» Component-based standard node architecture allessarchers to design replacement
components at whatever architectural level of ggerto them and then use the new



algorithms they wish to explore. This is achievélasstandard interface defined for each
component in the architecture.

* Plug-and-play mechanism that provides standard ooemt addition or replacement.
This is achieved via Java JAR files and XML to dams the nested components during
system initialization. Pretty much everything cam feplaced via plug-and-play. This
includes OODA components such as the Deciding bosub-components, such as the
Planner. But it also includes the Environmental elpdor components of the
communication model.

The flexibility of this architecture will allow resrchers to easily update or replace components
and hence investigate many different approacheslata/information fusion and resource
management with no software development beyonctongent of the component they wish to
re-design.

3 Goals and situation evidence

The power of distributed surveillance operatioes lin the communication between nodes. For
example, passing tasking orders or goals via a aamuation link influences the behaviour of
the receiving nodes. Tasking orders are detailstluations on how a node should move, that do
not require the receiving node to make decisions.tli® other hand, a goal is a high-level
description of a task that requires further deasitaking by the receiving node. In INFORM
Lab, a goal is a data structure that has the fatiguhree elements:

1. Proposition

2. Area

3. Time interval
For example, a goal may state that the proposiiSmuggling is to be asserted in the area of
northern Vancouver Island during the next 12 hours.

The nodes usually form a strict command and corf€@) hierarchy. Only commanding nodes
can order subservient nodes. However, the INFORM &gechitecture does not enforce this.
Arbitrary relationships could be defined. This alk experimentation with other forms of
organisation, for example peer-to-peer networksaniples for relationships that are not C2
would be training relationships between nodes, wlg@oups of nodes form an effective unit
because they have trained together for a long tirhe. decision-making could choose to take
these types of node relationships into account.

Since OODA nodes are very general, a node canr@pgesent a group of nodes in a hierarchy.
For example, a squadron leader may be represestachade that inherits the capabilities of an
entire squadron. Such a node may decompose a gopannto sub-goals, which it can then send
to subservient nodes for execution. For example,dbmmanding node may decide that the
original goals best decomposed into several subsgaach with a smaller search area.
Similarly, the commander node may decide that thgimal goal's proposition should be
decomposed into several sub-propositions, eaclgbdwndled by a separate sub-goal, which is
given to a specialized sub-node that is best sudgedieal with it. The situation is depicted in
Figure 5.

As is shown in Figure 5, the parent node passels t&s child nodes, and the child nodes pass
situation evidence up to the parent. This situatonld be viewed as follows: the goal is a



guestion that a node is asked, and the situatimeree is the answer that the node gives. In the
current surveillance context, the questions areagdwof the type: “find information about
something”, and the answer is the information thas found.
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Figure 5 Goals and Situation Evidence

The situation evidence captures what a node hawdeéaby sensing its environment. In
INFORM Lab, the situation evidence is represente@ &ollection of pieces of evidence, each
having four elements:

1. Time stamp

2. Proposition

3. Proposition qualifiers

4. Situation evidence objects
For example, at timg the propositionsRendezvousinig asserted. There is a single proposition
qualifier that records the certainty with whichstiproposition is true. For example, this could be
represented as a Dempster-Shafer value. Supposa iexample there are two ships that are
rendezvousing, then there are two situation evidesigects listed in the evidence structure,
namely the track-IDs for the two ships.

No distinction in principle is made between a Leldtack and a Level-2 proposition. They are
all treated as propositions for which there exditect evidence at certain points in time. All
evidence is treated as partially uncertain. Foraaurent version of INFORM Lab, there are only
two types of uncertainty: Gaussian covariances,Rempster-Shafer (D-S) masses. The former
is used for properties such as “position”, “velgtit‘shape”, etc., and the latter is used for
logical propositions such a&SmugglingOperatiarin the future, this will be generalized further.
For example, a piece of evidence can have a prioposialled velocity with two qualifiers. One
qualifier reports the value of the velocity and titeer its covariance. In this example, there is
only one situation evidence object, namely theklidof the ship whose velocity is reported.



The situation evidence data structure stores iy kax form what is known from measurements
about the situation. This was done intentionallyetcsure that more sophisticated situation
evidence concepts can relatively easily be accormateddn the future without being constrained
by limiting assumptions at the bottom layer. Foaraple, the situation evidence structure could
be made to represent the Probability Distributiamdtion (PDF) of a proposition as a function
of space and time. Since all the known raw infdiomais stored already, the PDF or similar
measures could be implemented in a rather straigidfd manner.

Even in its current form, the situation evidencevites key information for decision-making.
For example, if the goal was to find a fishing bmadlistress, then all that is required is to query
the situation evidence object for the piece of emmk that has asserted the proposition
isFishingBoatInDistressvith the highest D-S value. If the value is highoegh, the search is
declared complete. The ship location can be foynddking for the position value stored for the
positionproposition for the ship’s track-1D.

4 Distributed Information Fusion

In an INFORM Lab OODA node, there are two modutssponsible for Distributed Information
Fusion (DIF): The Observing and the Orienting medulThe Observing function performs the
traditional Level-1 data fusion tasks. For examplegerforms track-level fusion for situation
evidence objects that come from different nodes.iffsiance, in Figure 5, the track-IDs used in
the SE objects sent by the child nodes Node 1.11ghtb the parent node need to be reconciled
with each other and with the track-IDs used in plagent node itself. This task is made even
more challenging by the often very sparse naturh@fobservations, and by the need to avoid
data loops.

The Orienting function, on the other hand, perfothes Level-2 and Level-3 information fusion
tasks. As can be seen in Figure 3, the Orienting tkies one or more goals and a single
SituationEvidence object as input. The latter cmstaituation propositions that were previously
tracklD-fused by the Observing box. The Orientingx bthen tries to “prove” each goal
proposition.

Currently, the Orienting box is implemented as apeet system. A data fusion knowledge base,
which is part of the node’s Situation Knowledgenteans rules that allow a ReasoningEngine to
prove a goal proposition given a set of primitivegositions. The primitive propositions are
logical statements such &sClose or isSlow Some of these logical propositions may exist
already in the input Situation Evidence. Othersdn&e be created. The creation requires a
Classifier that, for example, compares the estichatevel directions of two targets to assert the
primitive propositionmovelnParallel The ReasoningEngine can then, for example, itifer
proposition isRendezvousing from the primitive pasitions isSlow isClose and
movelnParallel Additional information may allow the drawing otirther conclusions, for
example, that a smuggling operation is under wdye @sserted propositions are stored in a
single SituationEvidence object, which is the otitpfithe Orienting box. As an example, a
partial proposition tree is shown in Figure 6.
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Figure 6 Partial Proposition Tree

All propositions, all facts, and even all rulese @ubject to uncertainty. The Classifier and the
ReasoningEngine are both expected to take uncsrtaito account. The uncertainty can be
formalized in a large variety of ways. In the cuatrgersion of INFORM Lab, Evidence Theory

and Fuzzy Logic are used.

5 Dynamic Resource Management

The details of the current implementation of theiDeg module of the OODA node are shown
in Figure 7. As can be seen, the OODA Deciding fioncis broken into five specialized
decision-making modules, and a manager function.
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Figure 7 Deciding Module



The DecisionManager takes goals and situation eeEl@s input and provides decisions as its
output. A decision is a tasking order for a reseuanr a goal that is given to, or removed from, a
subservient node, or a request to reconfigure thhi€archy. The DecisionManager coordinates
the decision making process that is decomposed fiw® sub-functions that are briefly

introduced in the following. It thereby providesianple, standard interface to the NodeManager.

The Dynamic Goal Generator (DGG) takes node gaadsstuation evidence provided by the
Orienting function of the node as input. As outpumay generate additional goals or remove old
goals. The DGG interprets the SituationEvidencectbgand decides if the evidence warrants a
new goal. For example, if a goal is to find a smkifishing boat, and the SituationEvidence
asserts thasSinkingFishingBoais very likely true in a certain small region, thine DGG may
decide to issue a high-priority goal to check oustjthis small region in more detalil.
Alternatively, if the truth value osSinkingFishingBoats sufficiently high, it may decide that
the goal has been achieved, and can thereforentmvesl.

A goal comes into the Planner module, which eigpgits it up into several new goals to be sent
to subservient nodes, or it elaborates the goadmerating a capability plan. A capability plan
breaks a goal into several subtasks. It also ghescithe order in which the tasks are to be
executed. However, it does not specify the exadurce that is required to execute the task or
the exact time at which it is to be done. Rathbe tapability plan describes the required
capabilities of the resource in a high-level manaad may impose high-level timing constraints
such as precedence.

The Dynamic Configuration Advisor (DCA) takes a ahjtity plan as input and outputs a mode
plan. A mode plan is similar to a capability plarcept that for each task the capability table is
replaced by a list of concrete resources that & Becommends that the scheduler try.

The Scheduler takes all the mode plans as inputtants them into scheduled plans. A
scheduled plan is similar to a mode plan, excegitehach task has exactly one resource assigned
to execute it. A scheduled plan also has absolatest assigned to all tasks. The scheduler
resolves any conflicts between all the active pldnalso optimizes its output according to a
figure of merit, which is a weighted sum of criteduch as completion time and completion cost.
The Scheduler enlists the services of a separateptenner to compute the trajectories that the
resources are tasked to follow. The path planrsregservice that is provided by the testbed. This
allows the scheduler to concentrate just on schmgluand decouples it from having to know
about specific resource capabilities, land contoamd trajectory optimization techniques.

Finally, the Dynamic Configuration Manager monittinte communication network and the node
capabilities, and based on this and other inforonatmakes resource allocation decisions. For
example, it may decide to reallocate a particuilaraft from one squadron to another squadron
because this enables both squadrons to fulfill rthgmals. It also monitors failure of
communication in nodes, and makes resource altotalecisions accordingly. This is explained
in more detail in the next section.

6 Auto-Configurable Information Fusion Architectures

Connectivity amongst fusion nodes allows sharifgrmation among many fusion nodes. A
multi-layer network architecture, called Dynamic sRerce Configuration & Management
Architecture (DRCMA), is adopted to represent driigted fusion network. A key requirement



is the need for efficient management of informatiosion nodes under dynamically changing
and essentially unpredictable conditions. To fat#i dynamic reorganization and to avoid the
bottleneck of centralized fusion systems, a mgérd based design approach is considered in
order to explore robust and efficient fusion ofdregeneous data and information. The DRCMA
model is formally described in terms of a distramitAbstract State Machine (ASM) with real-
time constraints. The resulting machine model ab#tr characterizes the dynamic properties of
the distributed fusion architecture and serves msalastract computational framework for
requirements specification, design analysis andlatbn of the key system attributes prior to
actually building the system.

The ASM formalism is well known for its versatiliyn semantic modeling of algorithms,
architectures, languages, protocols and virtudllkiads of sequential, parallel and distributed
systems. Concurrently executing tasks of a distedbfiusion process change dynamically due to
the dynamic nature of mission requirements. Ressuatiocated to tasks change dynamically as
a result of unavoidable instabilities in the reseurenvironment. This situation calls for
reconfigurable applications that can adapt to makchanges in resource requirements and to
external changes affecting the available resour@ensor platforms are combined into clusters
that can operate semi-autonomously. Dynamic regordiion of resource clusters is performed
in an ad hoc manner using ‘plug and play’ mechagsis#t any time, additional resources can
join clusters on demand based on their sensor ddiesband geographic position. Fault tolerant
behaviour is crucial for avoiding catastrophic eystfailures as a result of communication
failures (e.g., broken communication links, coragptor lost messages) and partial or total
resource failures (e.g., in disaster situations). many respects, requirements and design
principles of the distributed information fusionstgm resemble those of mobile ad hoc
networks. Complex control structures and the needietl with component and communication
failures require investigating different organipati structures (e.g., decentralized versus
centralized). This will be realized by introduciagoncept of generic control center, such that a
uniquely identified control center is associatedhweach individual cluster in a hierarchy of
logically linked resource clusters. At the bottawdl, each physical sensor platform has its own
control center. The proposed system will have thlewing functions:

» Task Decomposition: principles for decomposing clexpasks (goals) into subtasks
based on common patterns and schemes for mappskg tato resources. This also
includes an abstract characterization of tasksrdeugto their resource requirements and
the orchestration of resources for processing tasks

» Resource Clustering: composition principles for yatematic clustering of resources
based on abstract logical representations of thhirsical capabilities (e.g., sensor
capabilities, mobility constraints, time restricts). Primitive resources are joined to
form composite resources with richer behavioursdasved by an attribution scheme
defined over a set of logical resource descriptors,

* Resource Management: dynamic resource managemédictepoto control resource
migration between clusters based on prioritizaseshemes for resource selection and
management of resource pools,

» Fault Tolerance: robust mechanisms for dynamicwesolinking (‘plug and play’) auto-
reconfiguration and semi-autonomous operation sfuece clusters,

» Communication Framework: i) communication of infaton from control centers to
resources and from resources to control centgratelligent exchange of information



that prevents propagation of outdated informatianfo{mation pollution); iii)
management of meta-data required to identify thegiroof information, the associated
time line and life time.

Overall, the proposed design is characterized $ycancurrent and reactive nature, making it
difficult to predict the resulting system behavisith sufficient detail and precision under all
circumstances. Hence, there is a need for formalismallows us to not only reason about
specification and design issues, but also uncoggcidncies that would otherwise go unnoticed.
Finally, model-based systems engineering demandalfstract executable specifications as an
instrument for design exploration and experimeungdidation through simulation and testing, as
well as by means of symbolic execution. The ASMfalism, in combination with related tool
environments, directly supports this modeling payed

7 Vignettes

The fusion research is focused by “vignettes”, ades that are instantiated within the
framework established by the vignette’s geographamation and set of available entity types.
We looked at two different vignettes within INFORMb: a cooperative search and a non-
cooperative search.

7.1 Cooperative Search

This vignette addresses a simplified version obaperative-search scenario. A boat in distress
is reported at 8 km southeast of Chrome IslandhénStrait of Georgia in the inland waters off
British Columbia. This triggers a cooperative shai®. a search where the target wants to be
rescued and behaves in a transparent way to &eiliteing found. At the time of the reception
of the boat-in-distress call, an Aurora aircraft ansurveillance task is 18 minutes from
completing that task and arriving at Comox Air Fotzase. An Aurora is on the ground at
Comox but needs 20 minutes prep time. This simpénario is complex enough to highlight
important basic features of distributed informatiosion (DIF) and resource management (RM),
and the testbed architecture itself. RM must cadmtween the Aurora busy on reconnaissance,
or the Aurora on the ground that requires prep tionget airborne. This of course depends on
the initial conditions of the vignette. The Auropsovides surveillance, while a Cormorant
helicopter provides identification of the ship imstdess. A Cormorant is ready close by at
Comox, and another Cormorant is ready at Vancouwdrch is further away. Both are
dispatched and the timing of their arrival resuitslifferent scenarios playing out since the ship
in distress drifts with the current, and a largenber of active shipping and other objects in the
area complicate the search mission.

For this type of vignette, RM must evaluate whidhtlze two available Auroras to utilize,

choosing between one doing a routine backgrouncblpat a dedicated search Aurora. DIF
must then correctly use the sensor data from theeteel Aurora to identify likely targets that
need closer inspection by the helicopters. RM mestt to this information the moment the DF
provides it, and then dynamically re-schedule tbkcbpters to go and verify the likely targets
based on their proximity to the current locatiortre helicopters.
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Figure 8 Cooperative Search Vignette

The visualizer in Figure 8 allows the researchestép through each instant of the simulation run
and display the tracks of the targets and platfaogsther with helpful labels. When new, likely
targets are found, it marks their location in tispthy.

Figure displays an instant towards the end ofthilation run. The Aurora has already arrived
in the search area and is flying a zigzag seartterpato scan the area for likely targets. The two
helicopters have also already arrived. The helmofsfom Comox arrived before the Aurora and
started to fly a tightly knit zigzag search patteifowever, after the Aurora had arrived and
found likely targets, the helicopter abandoneddarch pattern and flew to investigate the likely
targets. To do this it started a spiral searctepatiround the reported location of the new target.
The spiral pattern was abandoned the moment tgettaras declared false. Finally, the second
helicopter arrived, and both shared the task oifyieg likely targets thereby speeding up the
search significantly.

7.2 Non-Cooperative Search

In contrast to the first vignette, this vignettatieres targets that don’'t want to be found. It
involves a freighter carrying illegal immigrantshieh are off-loaded to zodiacs. This scenario
features deceptive maneuvers and potentially irttieally false sensor data, and thus requires a
sophisticated DIF and an evolution of the RM caliigtmver that used for the 1st vignette.

The mission focuses on a threat situation that Idpsgeoff the northwest tip of Vancouver
Island. A freighter coming from the eastern Pacdarrying illegal immigrants arrives near
Cape Scott on northern Vancouver Island. It leav&aown sea-lane off Cape Scott to begin a
manoeuvre to off-load the illegal immigrants. Wed not use the Automatic Identification
System (AIS) to identify itself, rather - when ttspects it is being watched — it may use an AlS
identification of another freighter scheduled to ipethe area, in an attempt to confuse



surveillance. It uses two land-based zodiacs tdoadf the illegal immigrants, by making
multiple trips to/from the freighter to ferry persoto the coast. The intended drop point is
either Guise Bay or Experiment Bight in the CapetSdrovincial Park depending on
conditions. The scenario is mapped in Figure 9.

Figure 9 Map of Non-Cooperative Search Vignette

The freighter and zodiacs will attempt various Blesmanoeuvres depending on how the
situation develops. Among the elusive deceptiondeceive DIF and force RM to re-evaluate
plans and schedules are the following options:auseown commercial shipping route (sea lane)
to mask its approach among other commercial frerghtail to provide an AlS identification or
provide a false AIS corresponding to a schedulemtfiter known to be scheduled to be in Cape
Scott area around this time; depart from a knowmroercial sea lane through Scott Channel
when it approaches the intended drop point foirllegal cargo; use the deceptive cover of the
presence of fishing boats fishing off ExperimenglBito “hide” its presence amongst those
boats; respond to surveillance by active sensadaf) by moving back into the commercial
shipping route heading away from Vancouver Islamsk elusive maneuvers to periodically
leave the fishing fleet to rendezvous with the tgtand-based zodiacs.

The complexity of the non-cooperative search istwag by a network of evidence with
multiple possible confirmatory patterns. For exaa@IF may fuse information from various
sensors on various platforms to identify a smuggbperation by:

« Identifying an isFerrying activity that in turn néiges confirmation of isLargeShip(s1) AND
isShipNearShore(sl) AND isMovingSlowly(sl) AND is8li&hip(s2) AND
isMovingBetweenBeachAndLargeShip(s2,b,s1).

* Identifying an isRendezvousing activity that inrtuequires confirmation of isLargeShip
AND isSmallShip AND isTandemMotionBetweenShips wehdhe tandem motion is
defined by isShipsHaveSameHeading(sl,s2) AND id8byingSlowly(sl) AND
isShipMovignSlowly(s2) AND areNear(s1,s2)



The reasoning here will require working throughettds of evidence where, depending on the
situation, when a resource arrives, what can bseskretc. there will be different pathways
through the evidence to make the concluss@muggling

The resource management is also complex. The septemmand center in Comox receives a
vague hint that a smuggling operation is to comraesmnewhere in northern Vancouver Island.
This is modeled in INFORM Lab as a commander naeeiving a goal to search for a
smuggling operation. Given the large size of theaarand the resources available, the
commander node decides to split the search areawut large, independent sub-areas. This is
modeled as two sub-goals, each being sent to aatepmquadron-leader node. Each squadron-
leader node in turn, generates a detailed seaachfpt the resources under its control, and sends
tasking orders to their subservient nodes. In tbegss, one of them has to make a decision if an
Aurora aircraft that is already on a routine backd surveillance mission around Vancouver
Island should be ordered to interrupt its missiod participate in the hunt for the smugglers.
As usual, the background mission is modeled asgunsther goal that the deciding node has to
satisfy. Later, the other squadron-leader nodexéed with the dilemma of satisfying a high-
priority request to find a sinking fishing boat \ehthe search for the smugglers is going on.
Again, two goals need to be simultaneously satisfl@epending on the situation and on the
resource availability, different decisions will beade by the nodes.

A screenshot of a more recent version of the Viseafor this scenario is given in Figure 10.
The cyan colored objects indicate planned and httaeks of friendly surveillance resources.
The smuggling tanker and zodiacs are in red, aottadeships are in white.
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Figure 10 Screenshot of Non-cooperative vignette.



The search area and the situation evidence pratyabitiepicted in the screenshot of Figure 11.
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Figure 11: Visualizer showing Situation Evidencelability for search area.

Figure 12 provides a good illustration for a sopb@ed collaborative search of an area by
several resources driven by dynamically updatedaiyiity-of-detection and effort-allocation
maps. In this figure, the red color indicates hrgke&ort allocation values. The cyan lines
indicate the trajectories of two cooperating UAVS.
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A variety of output options is available to the was shown in Figure 13.
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Future work

INFORM Lab is available to University researchemstébly from University of Victoria and
Simon Fraser University) and this constitutes apartant part of algorithmic development.
Currently, 4 research themes are being developeely &re outlined further below, with a short
outline for each.

1.

Information Routing in Distributed Decision Netwsrk

A network is a set of connected nodes. A node ngha provider, receiver (decision maker)
or relay of information. The connectivity betweeasdes is characterized by a set of attributes
and constraints such as capacity, reliability adricy. A decision maker needs to specify a
time dependent utility function for each requiredge of information. The same information
can be provided by different nodes with differemcw@acy and sizes. The problem is
therefore to optimize the information sharing betweproviders and decision makers by
maximizing the overall utility and the reliabilityf the paths under system constraints. A
real-case surveillance scenario consists of a s&mntties collaborating and exchanging
information so as to achieve a common goal.

Multi-Objective Location-Allocation Planning of Hebgeneous Network Infrastructure.

The Multi-objective LocationAllocation Planning of Heterogeneous Network prable
consists in optimizing the communication coverafjaroexisting network by deploying new
nodes from a set of candidate sites and integheten twith an existing infrastructure. The
purpose is to find the optimal number, positiormnoaunication types and connections in a
special area of coverage. Planning integrating niecies are based on user models for
dealing with both placement and connections problemhere based on multi-objective
functions that are: maximizing the communicatiorvezrage, the minimization of agent
placement and communication devises costs and tedrmzation of the total capacity
bandwidth in the network. In addition to these ¢habjective functions, the solution must
satisfy a set of constraints related to networkswping as: energy constraints (bandwidth,
power, link), connection constraints, capacity ¢ists, maximum number of connections
link constraints, geographical constraints, etc.iditial implementation of the optimization
algorithm will be integrated and tested in INFORIslbL

Generating Vignettes for Coastal Surveillance Opmna.

The main goal of this project is to generate réaliand concrete vignettes for the marine
safety and security domain. The output of the Vigné&enerator is the description of a
vignette that can be used in the INFORM Lab sinntaénvironment; therefore it facilitates
the simulation process of different situations a&tenarios by users, and the testing and
evaluation of algorithms by developers. Generatirgge vignettes in a semi-automatic way
requires not only a complete set of vignette eldmeout also a collection of parameters,
constraints, and algorithms to simulate real-waitdations. In this project, we are trying to
identify and define a repository of vignette eletsermnd their required parameters,
constraints, etc. An approach for defining the eitgm elements has been defined and also
how to combine them to generate a concrete vignette



4. A Comprehensive High-Level Design of Continual Riiag.

Automated planning techniques have made possi@eatliomation of complex decision
making, both for device control and providing demis support. However, traditional
planning algorithms assume full knowledge and mtaedhility; it is very rare that real world
applications can rely on either of these. Whilesetiive planning algorithms exist, such as
Hierarchical Task Networks, it is not clear exadthw such an algorithm should best fit into
an on-line system. | propose a high-level modestiow how this can be done within the
context of an OODA loop. This model contains theeesial features of a robust and flexible
planning system, and is meant to act as a basgndési continual planning systems in
general. A model specification in the CoreASM foltaaguage has been written, and linked
to the INFORM Lab simulation environment for tegtin

9 Conclusion

This paper described the latest version of INFORAD I(previously reported in [2, 3]) which
provides a flexible multi-agent architecture thdbwas researchers to test dynamic resource
management, distributed data fusion, and dynansicuree management algorithms in a setting
that is realistic enough to draw valid conclusiai®ut the effectiveness of net-enabled large
area costal surveillance applications. We hopé¢ IREORM Lab will be a useful tool for
researchers in the domain.
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Introduction - Large Volume oerever [ L Jperense
Surveillance Problem (in peacetime)

(-

Non-denial surveillance (detect, track, and identify) of
all seafaring vessels in a large littoral volume of
surveillance

Non-denial surveillance and tracking of all small
vessels and coastal traffic in specific areas of
Interest when alerted

|dentification and tracking of Vessels of Interest

Maximization of coverage of the area of responsibility,
while minimizing risk and response time to
unforeseen events

Data sharing and information fusion to provide
situation awareness to decision makers to allow
appropriate military or law enforcement response.



Large Volume Surveillance
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INFORM Lab testbed o

e The primary purpose of the INFORM Lab system is:

— Atestbed to evaluate Distributed Information Fusion (DIF)
and Dynamic Resource Management (DRM) algorithms in the
context of littoral surveillance

« The secondary purposes of the INFORM Lab system are:

— Create a simulator to explore concepts to improve maritime
domain awareness

— Develop distributed DF and RM architecture
— Develop a toolbox of distributed DF and RM algorithms

— Develop an architecture to model distributed inter-platform
communication networks.

— Develop measures of success (MOE, MOP, metrics) for the
situation analysis application

— Atestbed to try-out new SW technology, (e.g. intelligent
agents).
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System Development Guidelines -

 Uses open standards

 Uses modern architecture (e.g. Service Oriented
Architecture, Agents)
o |s flexible:
—  plug-and-play
—  toolbox for platforms & sensors,
—  “net-centric” play vs “command-central” play

e Has documentation on how to add new
components to the testbed

« Makes it easy to generate new demonstrations



INFORM Lab
Components

 goals and situation evidence

e distributed information fusion

« distributed dynamic resource

management

 auto-configurable architecture

applied to 2 scenario types

and multiple vignhettes

DEFENCE @Z)EFENSE
[

smuggling

zodiac Situation
Assessment

f

Distributed Fusion

Algorithms

- -

}

(O Agent Network
) Technology

InformLab

Distributed

|:| Resource Mgmnt.

Algorithms

Toolbox / Library

Metrics / Scenarios / Test data

OODA Agent Architecture

SOA Services

!

v

WFS GIS services,
External Decision Support Systems




INFORM Lab multi-agent architecture o

Editor .M lH Viewer
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225 252
=55 259
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Situation
OODA Know ledge

Messages

- Commands
- Information
- Requests

Sensors Sensors




DEFENCE ‘E’ﬂﬁpmsg
INFORM Lab platforms BU

Sakorsiy H-O2CH- 145 . i i
iSuparhawk ullity mosdel} Commercial Fishing Boat

SENSOR CAPABILITIES

ECIR

1. L3 Wescam Mx-20

2. Mawal On-Board MHP EO Sub-Systemn

3. LAl Multimission Optronic Stabilised P ayload
(MOSP)

Scanning Radar

Ericsson Sea Giraffe 35-150 Medium Range
Fadar

Raytheon SP5-45 Long Range Radar
Telephonics APS-1430)3

Honeywell EDRE-1400C Colour YW eather and
S&R RADAR

Imaging Radar

1. Maval On-Board MHP Radar sub-System

2. Elta EL/M-2055 SAR

Fadarsat-2 5AR Imagery

Sround Radar

Halifax Class Frigate
SAR Cormorant !



Internal

structure of an OODA node
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-

Goals and Situation Evidence

Goal example: proposition isSmuggling is to
be asserted in the area of northern Vancouver
Island during the next 12 hours

@ Nodel
@ commander

SE = Situation Evidence has 4 elements:
1. time stamp

2. proposition

3. proposition qualifiers
4. SE objects

individual
e.g. velocity with two qualifiers
1. value

2. covariance
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More details about C2 Node hierarchy

Slave (UAV): Orientation and Decision function
are switched off; Receives tasking orders from a
Master and acts on them directly. Forwards the
readings of its built-in sensors directly to its
Master.

Nodel

commander

23
/AN ¢
5 8
&

5\"*09
<N
42°

S\

Autonomous Individual (helicopter): Takes a
goal as input; manages its own sensor(s); does
not command other nodes; may get tracks from

Nodel.1l Node1.2

individual commander

other nodes.

Master (group leader): Takes goal as input;
manages a group of slave nodes; sends
schedules to slave nodes; receives tracks or
situation evidence from slave nodes, e.g. UAV
controllers.

Commander: Takes goal as input; issues goals
to autonomous individuals, masters, and other
commander nodes; compiles situation evidence
obtained from sub-servant nodes into a common
situation understanding, e.g. the captain of a
large ship or a base commander.

DEFENCE @Z)EFENSE
[

Nodel.2.1

individual groupleader

Nodel.2.2

Nodel.2.2.1

slave

Nodel.2.2.2

slave




OODA node and INFORM Lab functions B'"

OODA Node « The Observing function of
) Messages — | a node corresponds to a
Tracks T —— ] Level-1 data fusion
Son capability
" Tracks | obserdng
e « The Orientation function
Goal corresponds to Level-2
Node |— 2298 o Orienting comn] | |Comm information fusion
Manager Slfuation Evidence Layer Model
Goals o .
Situation Evidence: Deciding  The Deciding function
. Decisions performs the Resource
Decicion Management task
 Status | Acting [orders| -
I —  The Acting function
—— | : Implements the decisions
Knowledge Faanomm. made by the Deciding
Farms module.
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Distributed Information Fusion

Goals are decomposed
Into subgoals all the

way down down to
Situation Evidence

Orienting implemented

as an Expert System @

Uncertainty formalized
by evidence theory and

fuzzy logic

DEFENCE

IsRendezvousing
movelnParallel

(-

97[)EFENSE
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Dynamic Resource Management

DCM monitors the comms and
the node capabilities, and
makes resource allocation
decisions.

DGG takes node goals and SE
provided by Orienting as input,
and outputs additional goals or
removes old goals.

A goal comes into the Planner
module, and may split it up into
several new goals to be sent to
subservient nodes, or it
elaborates the goal by
generating a capability plan.

DCA takes a capability plan as
Input and outputs a mode plan.

Node
Manager

Goals

DEFENCE @Z)EFENSE
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Situation Eviden
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) /

Decision

Decision
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Goals

< Configuration Decisions

Y

Goals

Dynamic
Configuration
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A

Dynamic Goal(s)

\ 2 4

Goal

Dynamic
Goal
Generator
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Capability Plan

Planner

Mode Plan

A

Mode Plan(s)

Dynamic
Configuration
Advisor

Y

Scheduled Plan(s)

Scheduler
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1.5

Auto-configurable IF architectures

DEFENCE @Z)EFENSE
[

A multi-layer network architecture, called Dynamic Resource Configuration &
Management Architecture (DRCMA), is adopted to represent a distributed
fusion network.

A key requirement is the need for efficient management of IF nodes under
dynamically changing conditions.

The DRCMA model is formally described in terms of a distributed Abstract
State Machine (ASM) with real-time constraints.

It has 5 functions:

1.

a kD

Task Decomposition

Resource Clustering

Resource Management

Fault Tolerance

Communication Framework, for

¢ communication from control centers to resources and vice versa
* intelligent exchange of information

« management of meta-data required to identify the origin of info
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Vignette 1. Cooperative Search and Rescue of

a fishing boat in distress — platforms

- 1 Target: the fishing boat
10 other boats

» 2 CP-140s: the CP-140s will be on missions in the area doing a
normal reconnaissance activity

e 2 Cormorants — one from Comox, one from YVR

o Clutter - The area within 30 nm of the report contains humerous
adrift and fixed clutter

BASICALLY THIS IS A VIGNETTE TO TEST THE
FUNCTIONALITY OF THE TESTBED



iy

DEFENCE m‘!’)

Cooperative Search vignette =
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Vignette 2 — Non-cooperative search | S

« Goals
» Test OODA Nodes & their components
» Show hierarchical Nodes & Goals
» Show Non-Cooperative Search behaviour
» Show inter-node communication
» GIS-based path-planning
« Key Behaviours
» Rendez-vous of mother-cargo-ship CS-UNK with 2 zodiacs
» Ferrying behaviour of zodiacs between beach & CS-UNK

» Suspicious behaviour: CS-UNK deviating from sea lane, failing to
use AIS

» Elusive behaviour: CS-UNK and zodiacs disperse when they sense
being watched to avoid being detected as rendez-vous-ing

THIS VIGNETTE IS DEMANDING ADVANCED DISTRIBUTED
FUSION AND DYNAMIC RESOURCE MANAGEMENT

1R
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Network design for vignette 2

¢ CanCoastWatch

File Component Miew

DEFENCE WV
(L=

DEFENSE

| smuggling.xml - GRE |
Zodiac A Zodiac B
CP-140
CH-148
Captain 2
Caplain 1
. . COW Oclopus . Cargo 11
Cargn 2 .
CCW Dolphin
.Gargui .C g. ! .Carguﬁ .':CWTuna
arge .
. COW Pike . oW Whale .
CCW Goldfish . CCW Salmon
Cargo 4 . Cargo 7 . Garag & .
.Csrguﬂ .Cargow . . 9 COW Stingray
COW Barnacle
e o903 @ Cow shane
| Configuration Editor |

CanCoastWatch - Configuration Editor
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Vignette 2 with intended behaviours

CoH A K LW e g

DEFENCE
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Vignette 2 screen capture —initial situation—

File View Simulation complete.
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DIF example -

 Identifying an isFerrying activity that in turn requires
confirmation of isLargeShip(sl) AND
IsShipNearShore(s1) AND isMovingSlowly(s1) AND
iIsSmallShip(s2) AND
IsSMovingBetweenBeachAndLargeShip(s2,b,s1)

 Identifying an isRendezvousing activity that in turn
requires confirmation of isLargeShip AND isSmallShip
AND isTandemMotionBetweenShips where the tandem
motion is defined by isShipsHaveSameHeading(s1,s2)
AND isShipMovingSlowly(s1) AND
IsShipMovignSlowly(s2) AND areNear(sl1,s2)



24

DEFENCE R‘P?’D EFENSE

Vignette 2 screen capture — search begins <«
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Vignette 2 screen capture — SE for search-area
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Vignette 2 — planning for a search area™" | %/
VignetteViewer )EX)

File View Simulation complete.
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Vignette 2 — output options

&

File View Sirulation log loaded.

16:02:05: MSG MSOC > Master 2 - Decision = Action: execute, Goal: {isSmugglin : Viewer Controls
Zo0m a
]
Vighette
Cape Scott

Pan ]

+
+ >

+

Hode and Track Display Options S

=%

£ MOP and stats viewTime: 1190391277

um of selected values:

Type Mame Walue
interactiveClick to show individual situation evidence tracks
MOP Processing time required up to this step {ms) 3438.0
MOP [Total time spent executing decider (ms) 068.0
A N . ) MOP Total time spent generating schedules (ms) 053.0
16:13:15: MSG CS-UHK --> Zodiac A - ca.mda.ccw.core.tel MoP Total time Spent running events (ms) 1560.0

MOP Humber of messages sent by friendly: DefaultHodeManager:Master 2 7
MOP Number of messages sent by friendhy: DefaultNodeManager:CP-140 8
MOP Humber of messages sent by hostile: CargoShipNode:CS-UNK 1
MOP Humber of messages sent by friendhy: DefaultNodeManager:CP-140(2) B
MOP Humber of messages sent by friendhy: DefaultHodeManager:MSOC 1
MOP Humber of messages sent by friendhy: DefaultHodeManager:CH-140 8

v| SituationEvidence |v|Goal |v| Ordel| pop Total number of messages sent 33
stats Total Humber of nodes 40
stats Humber of commanded nodes 11
Goals Details stats Number of nodes with taskis) 2
cecBi3sf(isSmugoling: Searchirea?) :::tt: — sz:g:g ttom level nodes ted nodes g
cfz2ifei(isSmuggling: Searchreat) MOP___Utilization of commanded nodes 0.18181
aee61494(isSmuggling: FullSearcharea) MOP __ Maximum utilization of commanded nodes 0.18181
stats Humber of friendly units 10
stats Number of hostile units 3

stats Number of neutral units 26
interactiveClick to show distance traveled by individual units

interactiveClick to show individual tasks

stats Total cost of current and past tasks 4844.4
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Conclusions and outlook >

2 scenarios/vignettes have been implemented and tested
— one cooperative SAR — easy

— one non-cooperative search — challenging

Level-2 fusion for situation analysis

Could answer the following questions:

— What sensors and what platforms should be used and how,
In order to maximize situation awareness?

— How to fuse information from heterogeneous systems?

— What are the optimal information sharing and distributed
information fusion architectures?

— How to dynamically manage ad-hoc remote communication
networks?

On-going testbed work to be reported at regular intervals

— University papers report on algorithmic subsets of testbed
(SFU, U Victoria for DCM, U Calgary for DIF, SFU for
DRCMA)
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